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F E AT U R E  E X T R A C T I O N  F R O M  R A N G E  D ATA
FEATURE-BASED MAPS: LINE MAPS

Line models, compact and often obtainable with closed forms

If n data points are returned from the sensor as Cartesian coordinates (x
i

, y

i

), the line that
minimizes the squared distances from all points can be calculated in closed form by solving

tan 2� =

�2
P
i

(x̄ � x
i
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)/n, r is the normal distance of the line from the origin,
and � is the angle of the normal

When the data points are generated from
multiple linear structures no closed form
exists ! Split-and-merge algorithm that
recursively subdivides the point set into
subsets that can be more accurately
approximated by a line

GEOMETRIC APPROXIMATION USING THE FILTER

• Commonly, map features extracted from ranging sensors are geometric primitives: 
• Line segments 
• Circles 
• Ellipsis 
• Regular polygons 

• These geometric primitives can be expressed in a compact parametric form and 
enjoys closed-form solutions 

• Let’s focus on line segments, the simplest (yet very useful) features to extract
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C H A L L E N G E S  I N  L I N E  E X T R A C T I O N

1. How many lines are there? 

2. Which points belong to which line? 

3. Given the points that belong to a line, how to estimate the line model 
parameters (accounting for sensing uncertainties)?

FEATURE-BASED MAPS: LINE MAPS

Line models, compact and often obtainable with closed forms

If n data points are returned from the sensor as Cartesian coordinates (x
i

, y

i

), the line that
minimizes the squared distances from all points can be calculated in closed form by solving

tan 2� =

�2
P
i

(x̄ � x
i
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When the data points are generated from
multiple linear structures no closed form
exists ! Split-and-merge algorithm that
recursively subdivides the point set into
subsets that can be more accurately
approximated by a line

Let’s start by looking at problem 3…
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P R O B A B I L I S T I C  L I N E  F I T T I N G

• Scenario: Using a range sensor, the robot gathers n measurement points 
in polar coordinates in the robot’s sensor frame {S} 

(⇢i ,�i), i = 1, . . . , n

•  Ri, Bi are considered as independent Gaussian variables

• Because of sensor noise each measurement in range and bearing is modeled as 
a bivariate Gaussian random variable: Xi = (Ri, Bi)

Ri ⇠ N(⇢i ,�2⇢i ), Bi ⇠ N(�i ,�2�i )
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P R O B A B I L I S T I C  L I N E  F I T T I N G

• If there were no error: all points would lie on a unique line that would be 
described in polar coordinates by its distance r and orientation 𝜶 with 
respect to {S}:

⇢ cos� cos↵+ ⇢ sin� sin↵� r = ⇢ cos(� � ↵)� r = 0

• Given a measurement point (𝜌, 𝛽), the corresponding Cartesian coordinates 
in {S} are: x=𝜌 cos𝛽,  y=𝜌 sin𝛽

• Unfortunately, there are errors! 
• For a measurement i, the error in the sense of the 

orthogonal distance from the line:

⇢i cos(�i � ↵)� r = di
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P R O B A B I L I S T I C  L I N E  F I T T I N G

Sum of (unweighted) squared errors: 
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Line parameters that minimize S:
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N U M E R I C  E X A M P L E

Uncertainty proportional to the distance𝜶 = 37.36 
r = 0.4
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S E G M E N TAT I O N  

• Which measurements points are part of a line? 
• Segmentation: Dividing up a set of measurements into subsets, necessary 

for line extraction 
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S P L I T- A N D - M E R G E

Keep slitting until a distance to a line fit is greater 
than a threshold 
If only one point in a subset, it’s treated as an outlier
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R A N S A C

Random Sample Consensus: data fitting robust to outliers
1.  Initial: let A be a set of N points 
2.  repeat 
3.  Randomly select a sample of 2 points from A 
4. Fit a line through the two points 
5. Compute the distance to all the others points to the line 
6. Construct the inliner set: count the number of points with distance to 

the line < d 
7. Store the inliers 
8. until Max number of iterations k 
9. Return the set with the largest number of inliers
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S A M P L I N G  P O I N T S

Extract multiple lines: iteratively 
remove the found line points
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B A C K  T O  E K F  /  L O C A L I Z AT I O N



Parameters describing each line found
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O B S E R VAT I O N S  =  E X T R A C T E D  L I N E  F E AT U R E S



14

S E N S O R  V S .  M O D E L  S PA C E
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F R O M  M A P  T O  S E N S O R / R O B O T  S PA C E  
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D ATA  A S S O C I AT I O N  U S I N G  VA L I D AT I O N  G AT E S
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D ATA  A S S O C I AT I O N  U S I N G  VA L I D AT I O N  G AT E S
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U P D AT E D  P O S E  A N D  M A P


