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Abstract— In the context of coordination of mobile multi-
robot/agent networked teams, we present an integrated model
that simultaneously addresses two problems arising in multi-
robot missions: (i) task allocation and task scheduling; and
(ii) communication provisioning in the multi-hop mobile ad
hoc network built by the team. The integrated model is based
on a mixed integer linear programming (MILP) formulation,
which is solved in a centralized mode. For the communication
part, the model solution outputs data routing policies and data
transmission schedules that are aimed to maximize data delivery
throughput to/from control centers. The trade-off between
task and network performance optimization is strategically
controlled. A refinement procedure is defined that allows to
further improve communications by also minimizing network
delays. We report a computational analysis of the integrated
MILP model and an evaluation of the impact of a number
of parameters on the trade-off between computational load
and quality of the output. Results show that the model is
computationally affordable for reasonably sized scenarios, and
can effectively balance different performance trade-offs.

I. INTRODUCTION

We consider the use of a mobile multi-agent team for
performing time-extended missions over a potentially large
region. The team features the presence of autonomous phys-
ical agents with heterogeneous sensory-motor capabilities,
such as robots, humans, and animals. The mission consists
of a set of spatially distributed tasks, each associated to a
possibly different mission utility. In general, tasks can be
non-atomic. Given a specified time horizon, the team aims
to maximize the overall utility by means of a task allocation
and scheduling model that defines the tasks assigned to each
agent, the time when an agent has to start performing each
one of its tasks, and the effort (i.e., time duration) that the
agent has to spend on each task. An optimal task alloca-
tion and scheduling is one that provides a maximal team
utility value under the considered mission model. Search
and rescue, environment monitoring, and area patrolling are
all example scenarios for the mission model that we are
considering.

We assume a centralized mode of operations, in which
management and profiling of the mission is carried out
at mission commander centers (typically only one). Under
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this mode, a frequent, bidirectional data exchange (one-to-
many and many-to-one) between commander centers and
the robots deployed in the field, is essential to effectively
monitor the mission and issue plans. Since the presence of a
network infrastructure cannot be always guaranteed, a mobile
ad hoc network needs to be set up and maintained, which
makes communications even more complex to deal with. In
practice, to maximize the network throughput one needs to
define routing paths for multi-hop data transmissions over
the data network and transmission schedules for data packets:
deciding whom to relay data to and when.

It is apparent that in the aforementioned scenario the over-
all success of the mission depends both on (i) task allocation
and scheduling, and (ii) the capability to ensure bidirectional
communications. When this is the case, a common approach
consists in dealing with the two problems in parallel, sep-
arately, hoping that the merged solutions would meet all
the requirements. Yet the way the agents are deployed and
move over time to perform tasks affect their ability to
communicate. As such, considering task assignment without
accounting for communications would treat communications
as second-rank objective, which is not desirable. Conversely,
any mobility aimed to support connectivity would affect task
utility.

In this work we present an integrated solution that simul-
taneously solves the task allocation and scheduling problem
and defines data routing and transmission scheduling. We
build on our previous work [4] where we have proposed
a mathematical model – a mixed-integer linear program
(MILP) – for the described mission scenario using a het-
erogeneous multi-robot team (the problem, termed STASP-
HMR, and the model, are briefly presented in Section III).
In this previous work we only have addressed the task part;
in a related work we considered the inclusion of proximity
constraints in the model [3] to support connectivity, but it
turned out to be extremely demanding for computation. Here,
following a different approach, we extend the MILP with
the inclusion of a network optimization component. The
extended MILP model is based on the combination of a
multi-commodity flow model and policy-based routing. Ex-
perimental results show that it is computationally-affordable.

The joint optimization of the mission plans and com-
munications allows to explicitly account in the MILP for
the changes in the connection topology of the network. In
turn, this allows to effectively set up time-dependent paths
for the data flows in terms of routing policies specifying
which bulk of data should be forwarded where and when.
The MILP’s objective is a weighted combination of task



completion and data communication performance, letting the
user strategically establishing their best trade-off.

The main contribution of this paper is a MILP formulation
of the simultaneous spatial task allocation and scheduling,
data routing, and transmission scheduling in mobile hetero-
geneous multi-robot teams. The communication model is
based on an original combination of flow models, routing
policies, and delay-tolerant strategies for buffering. Both
open space and cluttered environments are accounted for,
and both delivery ratio and end-to-end delays are optimized.
A computational analysis of the model is reported, evaluating
its computational efficiency and performance vs. several pa-
rameters (e.g., number of agents and tasks, mission horizon).

The rest of the paper is organized as follows. In Section
II we review the relevant literature. A brief overview of the
STASP-HMR is presented in Section III. In Section IV we
present the communication model together with its mathe-
matical formulation. In Section V we report a computational
analysis. Finally, we draw some conclusions in Section VI.

II. RELATED WORK

The problem of providing ad hoc communications in a
multi-agent team has been addressed in several different
domains such as multi-robot exploration [13], path plan-
ning and navigation [5], task allocation and planning [8],
and pursuit and evasion [14]. A common way to address
the problem is through the dedicated use of a group of
agents as communication providers, whose only objective
is to enable data communication. In another set of works,
the agents simultaneously play the role of communication
providers and task executors. To this end, the provisioning
of communication and planning of the mission are usually
considered as integrated issues, similarly to what we propose.
However, differently from us, most of these approaches
enforce the continual satisfaction of hard communication
constraints (e.g., in terms of proximity among the agents),
that can significantly restrict the ways that the mission can
be accomplished. Examples include establishing permanent
communication paths between a base station and a group of
agents [5], [7], [9], [11], and ensuring global connectivity
among the agents [10].

Enforcing continual connectivity is justified in
communication-critical scenarios where lack of
communication can result in the failure of the mission
(e.g., tele-operated robots, real-time image streaming).
Instead, in other scenarios, as ours, it can be reasonable
to relax the strong requirement of permanent connectivity,
allowing intermittent forms of network connectivity. Along
this line, some works have adopted flexible connectivity
goals such as periodic connectivity [8], in which the
network can be disconnected during bounded time periods,
regaining connectivity at fixed intervals, and recurrent
connectivity [1], in which the system must regularly become
connected and remain in that state for a minimum amount of
time. In this way, mission requirements for communication
can still be satisfied, while, at the same time, it is possible
to enable the system to reach mission performance levels

that otherwise would be impossible to achieve under strong
connectivity constraints. However, in these works, it is not
clear for the user what is the performance gain – if any –
due to the relaxed connectivity requirements. Moreover, it
is not possible to explicitly control the trade-off between
connectivity provisioning and mission performance as we
do in our MILP model.

III. SPATIAL TASK ALLOCATION & SCHEDULING IN
HETEROGENEOUS MULTI-AGENT TEAMS

In this section, we provide a brief description of the spatial
task allocation and scheduling problem in heterogeneous
mobile multi-robot teams (STASP-HMR), that we use as a
reference problem scenario for the provisioning of commu-
nication support. This problem has been formally introduced
in our previous work [4], [2], with a specific application to
search and rescue mission scenarios [3].

The STASP-HMR scenario considers a mission that has
been decomposed into a set T of spatially distributed,
location-dependent tasks. Individual tasks are independent
from each other. Each task τ is characterized by a work-
load, and the complete or partial execution of the workload
provides a specific contribution to the system utility that is
related to its reward, indicated with Rτ . The spatial layout
of tasks is captured by a traversability graph (G) that defines
how agents can move between tasks. In this respect, we
define a directed traversability graph G = (T , E), where
E contains an arc (i, j) if task j can be scheduled right
after task i. In general, the presence of a direct connection
between two tasks is based on their spatial distribution (e.g.,
physical proximity, free or obstructed path).

A team A of heterogeneous mobile agents – not nec-
essarily limited to robots – is available for the mission.
Different agents have different sensory-motor characteristics,
that result in different efficiency when performing on the
same task. The difference in performance among the agents
is modeled through a task model ϕ : A × T 7→ R, that
relates the amount of effort (measured as service time) to
the progress in completion of each agent-task pair. For
simplicity, and without loss of generality, the whole mission
time is discretized into mission intervals of equal length ∆t

seconds; ∆t is the common time unit for the starting, ending,
and duration of all tasks. It is apparent that the choice of
∆t involves a trade-off between the size and the quality
of the solutions. Large values imply a small mission time
span in number of time steps, but can force some agents
to spend unnecessary time on tasks for which they require
small amount of time to complete. On the other hand, small
values of ∆t imply a longer mission time span but a more
efficient distribution of time among the tasks.

In the STASP-HMR, tasks are allowed to be non-atomic.
Remarkably, while atomic tasks are assumed to be completed
once they are assigned, non-atomic tasks can be carried
out incrementally. For instance, this property is typical of
staged planning scenarios, where the plans are computed
in an iterative manner. At each stage, the model needs to
identify the current completion level of tasks that still have



residual workload from the previous stages. A completion
map Cm : T 7→ [0, 1] expresses the remaining workload that
each one of the tasks τ ∈ T still requires; a value of 0 for
Cm(τ) indicates that τ has been completed, and if an agent
is assigned to further deal with τ , no additional utility is
obtained, which amounts to a waste of time and resources.

Based on the above notions and specifications, the STASP-
HMR problem can be stated as follows. Given a set of hetero-
geneous agents, each characterized by its task performance
model, a set of assignable tasks and a traversability graph,
and given a limited time budget T , a solution to STASP-
HMR – a mission plan – consists of sequences of tasks, one
sequence per agent, that define a task schedule: start and end
times for an agent to deal with a specific task. In other words,
for each agent, a task ordering and how much effort (i.e.,
devoted time) each of the selected tasks will receive. Due to
the time budget constraint, not all tasks will necessarily be
completed. An optimal solution defines plans for each one
of the agents that maximize the mission utility.

Under a linearity assumption of the task models (ϕ), we
have formulated the STASP-HMR problem by means of the
following mixed-integer linear program (MILP).

maximize
∑
i∈T

RiΦi (1)

subject to∑
(0,j)∈E

xk0j = 1 ∀k ∈ A (2)

∑
(i,0)∈E

xki0 = 1 ∀k ∈ A (3)

∑
(i,j)∈E

xkij =
∑

(j,i)∈E

xkji = ykj ∀k ∈ A, j ∈ T (4)

tki + wk
i − tkj ≤ (1− xkij)T ∀k ∈ A, (i, j) ∈ E, i, j 6= 0 (5)

yki ≤ tki , wk
i ≤ Tyki ∀k ∈ A, i ∈ T (6)

Φi ≤
∑
k∈A

ϕk(i)wk
i ∀i ∈ T (7)

0 ≤ Φi ≤ Cm(i) ∀i ∈ T (8)

tki , w
k
i ∈ N, xkij , ykj ∈ {0, 1} ∀k ∈ A, i, j ∈ T (9)

The MILP model for the STASP-HMR shown in (1)-(9):
makes use of following decision variables:
xkij : binary, equals 1 if agent k traverses arc (i, j) ∈ E;
yki : binary, equals 1 if agent k is assigned to task i ∈ T ;
Φτ : service provided to task τ ∈ T by all agents;
tki : starting time of execution of task i ∈ T by agent k;
wki : time assigned to task i ∈ T for agent k.

The objective function (1) defines the quality of a mission
plan in terms of its utility, quantifying the expected effect
of agents’ activities over the current state of the comple-
tion map Cm. A dummy vertex (denoted by 0) represents
starting and ending point of the agents’ paths. Graph G is
extended with arcs from 0 to each one of the tasks that are
initially accessible. Constraints (2-4) ensure path continuity.
Constraints (5) eliminate sub-tours and, together with (6),
they define the bounds on the variables t and w based on
the time budget T . The completion levels of each task are

bounded by constraints (7-8). We refer the interested reader
to [4] for a detailed description.

IV. DATA GENERATION AND COMMUNICATION MODELS

We consider two different types of situated elements:
mission robots (M), and control centers (B). Henceforth,
we will also use the word node to refer to an element of
any of these types. All robots are engaged in a mission,
which is modeled as a STASP-HMR with A =M∪B. At
each time step, in addition to perform the tasks assigned to
it, each robot generates a known amount of network traffic
load (measured in bytes/sec); this traffic is directed to the
set B of mission control centers. Generated data consists
of time-stamped mission and status data, which is used to
profile the mission in real-time, or, can be used to issue new
plans, if necessary. The control centers also generate data
that has to be distributed to the nodes M. This models a
typical configuration for mission control.

It is apparent that information flow in the system plays
a major role, and as such needs to be supported in a
reliable way in the mobile ad hoc network (MANET) that
needs to be set up and maintained in the robot team.
We assume that all the nodes are equipped with a range-
limited wireless interface. To overcome range limitations,
data can be delivered in a multi-hop modality: data can travel
across several nodes before arriving at the control center,
and vice versa for the data from the control center. The
use of multi-hop routing paths can be effectively used to
extend the operational range of the mission; however, setting
up and maintaining routes to support real-time data flows
between the control center and the mission robot can be
very difficult to realize in practice when facing high mobility
and/or cluttered environments. Assuming that real-time data
gathering is not a strict requirement, we let the system to
relax the real-time constraints and operate as a delay-tolerant
network (DTN). To this end, we consider the possibility of
buffering data packets at the nodes: any node can temporarily
store the data it has to send in a buffer and transmit them
at subsequent time instants. The use of buffers allows to
implement opportunistic DTN strategies for multi-hop data
exchange [12].

In the following we show how we include the definition
of routing paths, DTN packet buffer, and data transmission
scheduling in the STASP-HMR model. The aim is to set
up and solve a model that jointly addresses and optimizes
task-related and communication-related team performance.
Defining data routing paths for the nodes and controlling the
transmission scheduling of generated and buffered data is a
way to perform a fine time-control on how data flows in a
multi-hop way to/from the control center.

A. Data Routing and Transmission Scheduling

Let αti be the amount of traffic that each node i generates
at time step t. The value of αti – as well as any term related
to an amount of data henceforth – is expressed in flow units,
funit, which we consider as a measure of bytes/sec.



Multi-hop paths are defined by means of time-dependent
routing policies; a routing policy relating to time step t
indicates, for each node k, the fraction mk

ij(t) of data
belonging to robot i that the robot k should relay to a
neighbor node j at time t. Routing policies assume that each
node i has an associated buffer with a finite capacity βi.

The definition of routing paths and scheduling of trans-
missions for data is based on the same time discretization
employed in the definition of STASP-HMR, assuming that
the network topology remains quasi-stationary for the dura-
tion of a time step. We assume that the location of a node
corresponds to the location of the task that its executes.

At a time t, the network topology Tt is composed of
the set of wireless links that can be reliably used for data
transmission. That is, Tt ⊆ A × A, and (k, l) ∈ Tt iff k
can successfully transmit data to l at time instant t. We do
not explicitly model interference and medium access control.
Yet we consider that shared wireless channels are necessarily
bandwidth-limited.

B. Extended MILP formulation for STASP-HMR
In the following, we introduce a set of linear constraints

that allow the inclusion of data routing policies and transmis-
sion scheduling into the MILP presented in Section III. The
extended MILP defines a multi-objective optimization prob-
lem that considers the original objective of the STASP-HMR
(i.e., the maximization of the collected mission rewards), as
well as the maximization of the amount of data received at
the control centers at the end of the mission.

For sake of clarity, the extensions to the MILP are pre-
sented in three parts. Firstly, the formulation of STASP-
HMR is extended with time-indexed variables. Secondly, we
introduce a set of variables and linear constraints that allow
to describe the varying network topologies along the time
span. Finally, we formulate the data transmission scheduling
as a multi-commodity network flow model over the time-
indexed network topologies.

1) Time-indexed model: The first step is to transform the
MILP presented in (1)-(9) into a time-indexed model. This
is necessary to formulate constraints that are related to the
deployment of the agents at any time step. To this end, we
introduce binary time-indexed helper variables ytik that take
value 1 if agent k is assigned to task i ∈ T at time step t.

In order to define the variables ytik, we must enforce the
following set of conditions:

ytik = 1⇔
(
tki ≤ t < tki + wk

i

)
∀k ∈ A, i ∈ T , t, (10)

which is achieved with the following linear constraints:

(T − t) ytik + tki ≤ T ∀k ∈ A, i ∈ T , t (11)

(t+ T + 1) ytik − T ≤ tki + wk
i ∀k ∈ A, i ∈ T , t (12)∑

i∈T

ytik = 1 ∀k ∈ A, t (13)∑
t

ytik ≤ Tyki ∀k ∈ A, i ∈ T (14)

ytik ∈ {0, 1} ∀k ∈ A, i ∈ T , t. (15)

2) Network Topologies: Recall that the network topology
Tt at time t is defined as the set of wireless links that can be
used for data transmission at that time. The binary variables
λtkl are used to represent the topology Tt; each λtkl equals
1 iff the wireless link (k, l) between nodes k and l belongs
to Tt. The existence of a link between a pair of agents at t
depends on which tasks the agents are assigned to at time t.

We consider two different formulations to express the
variables λtkl which unavoidably introduce additional com-
plexity. The first one, which we refer to as parameter-based,
allows to use a parameter to specify for each pair of tasks
(specifically their locations) (i, j) whether there could be
a link or not, based on the fact that any two agents (k, l)
are performing i and j at time t, respectively. The second
formulation, which we refer to as distance-based, makes use
of the Euclidean disk model [6], where the values of λtkl
depend on whether the relative distances between the two
nodes k and l at time t are below a certain threshold.

Note that the distance-based formulation assumes an
obstacle-free environment since the inter-node distance is
the only factor affecting the possibility of data exchange.
On the other hand, the parameter-based formulation allows
to consider external factors (e.g., the presence of obstacles,
wireless interference). Therefore the latter is more flexible
than the former. Our goal is to analyze the trade-off between
flexibility and the computational costs of these formulations.

In the parameter-based formulation, we consider ψij as the
binary parameter that specifies whether there can be a link
between any pair of agents performing at the tasks’ locations
i and j at the same time. Assuming that i and j are the
tasks/locations of nodes k and l at time t, respectively, ψij =
1 is a necessary condition for λtkl = 1:

ψij

(
ytik + ytjl

)
− ψij ≤ λt

kl ∀k, l ∈ A, i, j ∈ T , t (16)

λt
kl ∈ {0, 1} ∀k, l ∈ A, t. (17)

Note that (16) ensures that, when ytik and ytjl are both equal
to 1, λtkl can only be 1 if the parameter ψij is also 1.

The distance-based formulation assumes that all locations
are defined in a Cartesian coordinate system, such as each
task i has associated a real-valued position vector oi.

The distance-based formulation makes use of an additional
set of helper vector variables ptk, where ptk = oi iff node k
is assigned to task i at time t. Variables ptk are defined by
the linear constraints:

pt
k = ytikoi ∀k ∈ A, i ∈ T , t. (18)

Using variables pt, real-valued variables dt representing
the inter-node distance are defined:

dtkl =
∥∥pt

k − pt
l

∥∥ , (19)

and the set of wireless links can be expressed using a
Euclidean disk model:

λt
kl = 1⇒ dtkl ≤ ψr ∀t, k, l ∈ A, (20)

where ψr is the transmission range of the network. This
condition can be expressed using linear constraints:

dtkl ≤ ψr + ψ̄(1− λt
kl) ∀t, ∀k, l ∈ A, (21)



where ψ̄ is the maximum distance between two agents.
To linearize (19) we propose the use of linear regression

based on a linear least squares fitting method. Specifically,
we preprocess the locations of tasks and find a vector q that

minimizes the Euclidean 2-norm
∥∥∥‖(ok−ol)‖−q(ok−ol)

∥∥∥2.
Then, q is used inside the model to define the variables dtkl
as follows:

q|pt
k − pt

l | ≤ dtkl ∀k, l ∈ A. (22)

Note that absolute values in MILPs, such as the one in
(22), can be easily formulated by linear constraints, which
are omitted here due to space limitations.

3) Transmission Scheduling: The formulation for data
routing and transmission scheduling between M and B is
based on a multi-commodity flow network model.

In the model for the control of the M → B flows, we
make use of the decision variables f tmkl, q

t
mk, and utmk that

jointly define the transmission policy related to these data
flows. Variables f tmkl represent the amount of data that has
been generated by m ∈M and that is transmitted from node
k to node l at time t. Variables qtmk indicate the amount of
data that has been generated by m ∈ M and that is stored
at node k at time t. Finally, since the storage of the nodes
can be limited, we let utmk be the amount of data generated
by m that is dropped at node k at time t.

The data flows M→ B must satisfy the constraints:

qt−1
mk +

∑
l∈A,k 6=l

f t
mlk

+

{
0 if s 6= k
αt
m if m = k

}
=

∑
l∈A,k 6=l

f t
mkl + qtmk + ut

mk (23)

q0mk = 0 (24)∑
b∈B,l∈A

f t
mbl = 0 (25)

f t
mkl, q

t
mk, u

t
mk ≥ 0 (26)

∀m ∈M, k ∈ A, t.

Constraints (23) ensure flow balance at each node, while
constraints (24) sets the initial state of the buffers (here
assumed to be empty). Constraints (25) serve to ensure that
the control centers act as a sink for the data generated by
the mission nodes.

In the formulation of the data flows B →M, an additional
index to the variables f t is needed to differentiate between
data flows with respect to the destination of the data, which
could be any of the mission nodes. Therefore, additional
variables, f tbklm, and qtbkm ∀b ∈ B, k, l ∈ A, m ∈ M,
are used. Decision variables f tbklm represent the amount of
data that has been generated by control center b, bound to
mission node m, that is transferred from node k to node l.
Decision variables qtbkm denote the amount of data that has
been generated by control center b, destined to mission node
m, that is stored at node k. Due to space limitations, we omit

the formulation of data flows B →M. Yet we mention that
their formulation must satisfy a similar set of constraints as
the ones (23)-(26) corresponding to the M→ B flows.

Finally, assuming that both types of flows share the same
buffer and wireless channel, we formulate the buffer and
wireless link capacity constraints as follows:∑

n∈M

qtnm +
∑

b∈B, n∈M\{m}

qtbnm ≤ βm (27)

∑
m∈M

f t
mkl +

∑
b∈B, m∈M

f t
bklm ≤ lklΓ (28)

∀m ∈M, k, l ∈ A, k 6= l, t

Constraints (27) ensure that the amount of data in the
buffers do not exceed the capacity. Note that we do not set
limitations to the buffer of the control centers; the buffer
variables qtnb, for b ∈ B, represent indeed the amount of data
that has been successfully gathered at the control centers until
time t. In the same way, the variables qtbnn are not considered
in (27) because they represent the amount of data that has
been generated by a control center s, destined to mission
node n, that has successfully been received by n until time
t. Finally, constraints (28) ensure that flows only traverse
links that belong to the network topology, and also set the
wireless link capacity (Γ) specified in terms of flow units,
that is, the available bandwidth between any pair of nodes.

4) Combining Data Routing and Transmission Scheduling
with STASP-HMR: The communication aspects are included
in the STASP-HMR by combining the formulation presented
in (1)-(9), with additional linear constraints and variables
defined in this section. The resulting model becomes a multi-
objective problem, in which we seek the maximization of the
mission utility and, at the same time, maximizing the data
that can be serviced by the communication network.

One way to deal with the multi-objective nature of the
problem is to use scalarization to generate a single-objective,
weighted optimization problem. A parameter δ is used to
define the trade-off between mission utility and the amount
of data serviced. Using scalarization, the objective function
of the combined problem becomes

maximize (Φutil + δΦcomm) , (29)

where Φutil results from the normalization of objective func-
tion (1) using the total utility:

∑
τ∈T

RτCm(τ), and Φcomm is

a term that represents the amount of data that is serviced by
the network normalized by the total amount of data generated
during the mission:

Φcomm =

∑
m∈M,b∈B

qTmb +
∑

b∈B,m∈M

qTbmm∑
m∈M,t α

t
m + |M|

∑
b∈B,t α

t
b

. (30)

The MILP formulation of the combined problem is com-
posed of the objective function (29), subject to (2)-(9), (11)-
(15), (23)-(28), and one of the two formulations of the
variables λtkl: (16)-(17), or (18), (21)-(22), for the parameter-
based and the distance-based respectively. The solution of the



new MILP including communication constraints consists –
in addition to a mission plan for the team – in the defini-
tion of time-indexed data routing policies and transmission
scheduling, specified by the flow variables f t.

Apart from the linear combination of mission-related and
communication-related performance proposed here, several
other ways of combining the two terms can be defined.
For instance, trying to enforce a minimum communication
performance by restricting the term Φcomm to be greater or
equal than certain value. However, this may easily result into
unfeasible or over-constrained problems.

5) Improving communications via LP-based refinement for
routing policies: The solutions obtained in the previous sec-
tion only address the total delivery ratio for the transmitted
data. It does not account an important metric that charac-
terizes the quality of delivering the data: the transmission
delays. Including this aspect in the MILP would probably
lead to an overly difficult model from the computational
point of view. Instead, here we propose refinements for the
routing policies after they have been computed. This second
step precisely and efficiently addresses this additional metric.

Note that after computing a solution to the combined
problem, a time-indexed set of network topologies {Tt} can
be extracted by observing the planned tasks for each node
at any single time step. Let D be the normalized amount of
network data estimated to be serviced by the routing policies
from the combined solution.

Without modifying task assignments, or decreasing the
value of D, it is still possible to improve the network
performance in terms of transmission delays. We propose
an LP that takes the network topologies, the value of D,
the nodes’ demands αt, the buffer capacities β, and link
capacities Γ, and whose solution consists of a set of refined
routing policies that provide the same performance in terms
of amount of received data, but are of better quality in terms
of transmission delays.

The LP model is mostly composed of the same variables
and linear constraints related to the transmission scheduling
presented in Section IV-B.3, with the addition of

λt
kl =

{
1 if (k, l) ∈ Tt

0 otherwise
∀k, l ∈ A (31)

D ≤ Φcomm. (32)

Constraints (31) fix the topology variables λt to match
the topologies that are taken as an input (derived from the
original combined solution). Constraints (32) ensure that the
new policies deliver an amount of data at least equal to D.

Now, it remains to formulate the objective function of the
LP, which can be done in several ways according to the
desired optimization criteria. We propose one formulation
that considers the minimization of the transmission delays:

min DELAYS =
∑

m∈M,k∈A,t

qtmk +
∑

b∈B,k∈A,m∈M,k 6=l

qtbkm. (33)

Note that we are seeking the minimization of delays by
minimizing the occupancy of all buffers along the mission.

V. EXPERIMENTAL RESULTS

In the following, we first describe the instances of the
extended STASP-HMR problem that we use as benchmark.
Next, we use the benchmark to study the computational
performance of the MILP formulation including the commu-
nication model. Finally, we evaluate the LP-based refinement
for delay minimization on the computed solutions.

A. Experimental setup

We consider problem instances in which the tasks compos-
ing the mission are placed according to a grid decomposition
of the area. The grid is embedded into a 2D Cartesian plane,
and defines the location of each task as the center of a cell.
There is a one-to-one correspondence between tasks and grid
cells. Robots can only move between adjacent cells that share
at least one vertex. We set the communication range ψr so as
to let two agents communicating only when they are inside
the same cell or in adjacent cells.

The set of mission agents includes an equal number of
two types of agents with different sensory-motor character-
istics, which result in different efficiency accomplishing the
different tasks. As introduced in Section III, the value of
ϕ precisely relates each robot to the efficiency in doing a
specific task. We consider that any robot type exhibits one out
of three different efficiency levels for each task, ranging from
completely inefficient (requiring sixteen time steps for the
robot to complete the task) up to highly efficient (requiring
four time steps to fulfill the task).

We consider a scenario where all agents play the role
of mission nodes, and one control center is situated in one
corner of the grid. Each node generates 1 unit of data at each
time step, that need to be relayed to the control center.

B. Efficiency of the formulation

In order to solve our model, we use CPLEX R© both as
MILP and as LP solver. When solving MILP instances,
we also use a simple custom greedy heuristic that provides
an initial feasible solution to the solver, with the aim of
improving the search of solutions of better quality. The
numerical results presented hereafter have been obtained with
an AMD Opteron R© Processor (2.0 GHz). Only one core was
involved in the computation of each solution.

We impose a time limit of one hour and a memory limit
of 2 GB. Upon reaching the limits of these computational
resources, the solver returns the best solution found. It also
provides a measure of the solution quality in terms of a
relative optimality gap, also called MIP gap, that quantifies
the estimated distance of the current solution from the
optimum. The MIP gap is related to an upper bound that
is derived from the linear programming (i.e., relaxation)
solution of the subproblems that are automatically generated
in the search tree generated by branch and bound and cutting
planes procedures. We stop the solver when the gap becomes
less than 1%, meaning that we have obtained a satisfactory
solution. In practice, controlling the MIP gap, we obtain an
anytime algorithm .
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Fig. 1. Computational efficiency vs. mission horizon (a), vs. size of the team A (b), and vs. number of tasks (c). (a) and (b) consider 25 tasks arranged
in a grid of size 5× 5. (b) and (c) consider the distance-based model.
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Fig. 2. Run-time distribution of the MIP gaps (95% confidence intervals)
among all instances with grid sizes of {5× 5, 6× 6}.

In the first set of experiments, we consider a grid of size
5 × 5, that defines missions composed of 25 tasks. Buffer
and link capacities are set to a large value so as to ignore
their effect in the initial experiments.

We first compare the computational efficiency of the two
different formulations, parameter-based and distance-based,
that define the variables λt. The parameter-based formulation
allows to define the wireless links using a binary parameter,
while the distance-based one is a more compact formulation
but is limited to a Euclidean open-space disk model. We
compute solutions to the MILP using both formulations
and analyze the MIP gaps returned by the solver. Fig. 1(a)
shows the distribution of the MIP gaps over mission horizons
(4 ≤ T ≤ 20). The error bars in this and in the other figures,
indicate the 95% confidence intervals over a minimum of
50 problem instances. An increasing mission horizon cor-
responds to a more accurate plan, but also to an increase
in problem complexity. Results show that the distance-based
formulation is relatively insensitive to the increase of the
mission horizon, keeping providing solutions that have a low
MIP gap. Instead, the parameter-based formulation shows
a quasi linear increase with a relatively steep slope. This
is mainly due to the much larger number of constraints
that the parameter-based model involves with respect to the
distance-based model. Given the observed behavior, we use
the distance-based model in the rest of the experiments.

Next, we analyze how the solution quality scales with
respect to the number of agents. We consider three mission
horizon lengths T = {5, 10, 15}, and a number of agents
ranging from 4 up to 16. Fig. 1(b) shows the resulting
distribution of MIP gaps. The results suggest that the model
scales quite well with respect to the number of agents,
providing solutions with a MIP gap below 10%. In addition,
we observe that for longer horizons, increasing the number

of agents does not increase the MIP gaps. This suggests that
the impact on computational complexity of the horizon is
more significant than the one of the number of agents.

So far, we have considered missions with |T | = 25 tasks.
Fig. 1(c) shows the impact that larger missions have on the
complexity of the problem. Missions have T defined by grids
of sizes {5 × 5, 6 × 6, 8 × 8, 10 × 10}, with 50 missions
instances per each size. Results indicate that the number of
tasks has by far the higher effect over the complexity of
the problem with respect to the other parameters considered
above. By observing the size of the corresponding MILPs
(i.e., in terms of number of variables and number of con-
straints), we notice that the relative differences among the
size of the MILPs is not significant enough so as to justify the
enormous impact of the number of tasks over the complexity
of the problem. We conjecture that the main reason for this
is that a larger grid increases network sparsity, such that the
provisioning of communication becomes more difficult.

In Fig. 3(a) and Fig. 3(b) we analyze the effect of
the buffer capacities and the trade-off parameter δ on the
complexity of the problem. Buffer capacities introduce hard
constraints on the communication network and force so-
lutions to strike a balance between networking and tasks’
utility. Instead, δ directly weights the importance of the
communication term in the objective function. We expect
the data routing and transmission scheduling decisions have
a predominant share of the computational complexity in the
combined problem as δ increases.

Fig. 3(a) shows the effect of varying buffer capacities over
the complexity of the problem, where the capacity of the
buffers are set as the percentage of the total amount of data
generated during the mission. The results do not indicate any
significant impact of the buffer capacity parameters on the
distribution of the MIP gaps. Similarly, we do not observe
any significant impact of the parameter δ on the MIP gaps,
as shown in Fig. 3(b).

Fig. 2 shows the run-time distribution of the MIP gaps
(95% confidence intervals) for grid sizes of {5×5, 6×6}. We
observe that after 15 minutes of computation the average MIP
gap lower than 25%. This shows that even using a relatively
short time, good quality solutions can be easily found.

C. LP improvement of the solutions for delay minimization

We evaluate the performance of the LP-based improve-
ment procedure proposed in Sec. IV-B.5, that allows to



 0

 2

 4

 6

 8

 10

 0  20  40  60  80  100

M
IP

 G
ap

 [
%

]

Buffer Capacity (as % of Total Data Generated)

(a)

 0

 2

 4

 6

 8

 10

 0  0.2  0.4  0.6  0.8  1

M
IP

 G
ap

 [
%

]

Trade-off parameter δ

(b)

 0

 1

 2

 3

 4

 5

 4  6  8  10  12  14  16  18  20

D
e
la

y 
(t
im

e
 s

te
p
s)

Mission Horizon

Not Refined
Refined

(c)

Fig. 3. Computational efficiency vs. buffer capacity (a), vs. trade-off parameter δ (b), and delay decrease after the LP improvement phase (c). All instances
consider 25 tasks arranged in a grid of size 5× 5 and the distance-based model. (a) and (b) consider 10 agents and T = 10.

separately optimize end-to-end data transmission delays in
a second stage. We apply the improvement to each solution
computed in the previous part, and simulate the execution
of the routing policies – both unrefined and refined ones.
Since the improvement is based on an LP, the computation
time is no more than a few seconds. In the simulation, at
each time step, nodes generate one piece of data. Then, they
transfer the data stored in their buffers to the next node as
specified by the routing policy for that time step. Preference
is given to older packets, so as to simulate buffers following
a FIFO policy. Each time a data packet arrives to the control
center we measure its delay as the number of time steps
passed since the packet was generated. In each scenario, we
compute the median value of the delays.

Fig. 3(c) shows the distribution of the delays. From
these results, the benefits of post-processing the solutions
are apparent. In general, delays tend to increase as the
mission horizon is increased. This is likely due to two
reasons. First, the quality of the solution decreases for longer
horizons as shown in Fig. 3(c), which results into sub-optimal
provisioning of networking. Second, as the mission evolves,
some tasks may have zero residual workload and, as a result,
mission and network topologies become sparser.

VI. CONCLUSIONS

Building on previous research, we present a MILP formu-
lation that combines the problem of the spatial task allocation
and scheduling problem in heterogeneous mobile multi-
robot teams, with the problem of providing communications
in the robot MANET to and from a control center. The
proposed formulation models and controls communications
using a multi-commodity flow approach combined with time-
dependent routing policies. The new MILP, in addition to
optimize task completion, also allows to define data routes
and transmission schedules that maximize the total delivery
ratio of the generated data.

Through extensive numerical experiments, we have stud-
ied the computational properties of the MILP formulation.
The formulation has proven to be computationally affordable
for reasonably sized scenarios. We have also proposed an LP-
based refinement procedure that allows to minimize network
delay in addition to the delivery ratio.

Future work will include further analysis of the model,
use of heuristic approaches to speed up computation, and
validation of the system using a team of real robots.
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